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Abstract�In this paper we provide a side-channel analysis on
the syndrome computation done in different ways in code-based
cryptography.
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I. INTRODUCTION

Public-key cryptography (PKC) used in practical real-world

applications is about to change. The nowadays used PKC

schemes based on number theory (like integer factorization

or discret logarithm problems) will not be secure in the

quantum area [Sho97]. However, recently proposed schemes

are based on problems for which no classical or quantum

algorithm exists to solve them in polynomial time. So-called

post-quantum cryptography (PQC) is mainly classi�ed into

code-based cryptography (CBC), lattice-, hash-, multivariate-

and isogeny-based cryptography.

In this work we focus on CBC. The �rst PKC based on

error-correcting codes was proposed by McEliece in 1978

using binary (irreducible classical) Goppa codes [McE78].

A dual version was then proposed by Niederreiter in 1986

using generalized Reed-Solomon (GRS) codes [Nie86]. Since

then, many variants using different families of codes were

proposed until 2013. All, including GRS codes but except

two, were cryptanalyzed because they are too structured. The

�rst exception is for QC-MDPC codes, proposed by Misoczki

et al. in [MTSB13]. The second one is for LRPC codes,

proposed by Gaborit et al. in [GMRZ13]. LRPC codes are

equivalent in Rank metric to QC-MDPC codes in Hamming

metric.

Considering the Hamming metric, there is always a syn-

drome computation to do regardless the chosen code (e.g.

Goppa code or MDPC code). There are different possible

methods to compute the syndrome: vector-matrix product

[MS77, Ch. 1, x4]; Fast Fourier Transform (FFT) [Cho17];

XOR of rotations [Cho16]; multiplications in a polynomial

ring; lookup table (and additions) [BS08]. Depending on the

chosen method, particular information leakage appears. In this

work, we analyze the side-channel resilience of each method.

II. BACKGROUND AND NOTATIONS

De�nition 1 (Linear code): Let q be a power of a prime

p. We call a [n; k]q-linear code any vector subspace of Fnq of

dimension k over Fq . We denote by C a linear code.

De�nition 2 (Parity-check matrix): A parity-check matrix is

a basis of the C orthonogal. We denote by H such a matrix.

Notation 1 (Syndrome): Let y be a vector in Fnq , C a [n; k]q-
linear code and H a parity-check matrix of C . The column

vector S of length n� k given by:

S = H � yT (1)

is called the syndrome of y.

Property 1: For a binary code, if there are errors at locations

a; b; c; : : :, so that,

e =

nz }| {
0 : : : 01

a
0 : : : 01

b
0 : : : 01

c
: : : 0

then from Equation (1),

S =
M

ei � Hi (where Hi is the ith column of H)

= Ha �Hb �Hc � : : :

Remark 1: S is called the �syndrome� because it gives the

symptoms of the errors.

Remark 2: The syndrome contains all the information

needed about the errors.

Problem 1 (Syndrome Decoding (SD) problem): Given H
a n � (n � k)-random matrix, S a random vector in F

n�k
q

and t > 0 an integer, is there a vector y 2 F
n
q such that

wH(y) < t (where wH denoted the Hamming weight) for

which H � yT = S?

Remark 3: Problem 1 was proved to be nondeterministic

polynomial time (NP)-complete for binary case in [BMvT78]

and for q-ary case in [Bar94].

Security assumption for CBC relies mostly on Problem 1.



III. SYNDROME COMPUTATION

The syndrome computation is very important in CBC. In

this section, we provide an overview of the different methods

that can be used to compute the syndrome.

A. Vector-matrix product

The use of a vector-matrix (or matrix-vector) product to

compute the syndrome is the �rst way to do it [MS77, Ch. 1,

x4]. Figure 1 illustrates the well known method and Property 1
in the meantime.
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�

1 : : :

� : : :�

1

Fig. 1: Syndrome computation by vector-matrix product

B. Fast Fourier Transform (FFT)

To the best of our knowledge, the �rst use of FFT to

compute the syndrome was proposed in [BCS13]. This method

is claimed to be fast and in constant time.

C. XOR of rotations

The XOR of rotations to compute the syndrome is only

available for parity-check matrices which are (quasi-)cyclic

and written over the binary �eld. Otherwise in characteristic

2, this operation becomes a XOR of weighted rotations.

QC-MDPC stands for Quasi-Cyclic Moderate Density Parity-

Check. QC-MDPC codes have by de�nition quasi-cyclic

parity-check matrices. Chou proposed in 2016 to compute

the syndrome by a XOR of rotations in constant time in

software [Cho16]. But this previously proposed in hardware

in [vMG14a].

D. Multiplications in a polynomial ring

See the syndrome computation as multiplications in a poly-

nomial ring is nothing more than the generalization of the

XOR of rotations (seen just before).

E. Lookup table (and additions)

In HyMES [BS08], Biswas and Sendrier propose to use

precomputed lookup tables for multiplications, then additions

to write elements of �nite �elds in additive form.

IV. SIDE-CHANNEL ANALYSIS OF THE SYNDROME

COMPUTATION

The mathematical proof of the syndrome computation has

already been studied [BMvT78], [Bar94], but what about its

implementation?

The current state-of-the-art of side-channel analysis for the

syndrome computation is given in Table I.

Our �rst goal was to reproduce the Differential Power

Attack proposed in [RHHM17] against the XOR of rotations

to compute the syndrome in QcBits [Cho16]. The idea then

is to improve this attack (by generalization or with less

requirements). Experiments are currently in progress.

The vector-matrix product was analyzed in [HMP10],

[PRD+15], [PRD+16] for binary Goppa codes and in

[CEvMS16b] for QC-MDPC codes. A masking technique

was proposed in [CEvMS16b] over the parity-check matrix

for QC-MDPC codes. However, this technique could not have

been apply for Goppa codes, so another masking technique

over the vector was proposed in [PRD+16].

Lookup tables are usually sensitive to cache-attacks. This

has not yet been tested on HyMES [BS08].

In [vMG14a], a FPGA implementation was proposed for

QC-MDPC codes. The positions of ones in the �rst row of

the parity-check matrix are stored instead of the full �rst row.

A simple power analysis attack was found few months later

because of an over�ow that could appear during the rotation

of a row [vMG14b]. A differential power analysis was

proposed against the XOR of one row of H (corresponding

to a one in the vector) with the syndrome S [CEvMS15], as

depicted in Figure 1, then improved in [CEvMS16a].

Finally, as mentioned before, the use of FFT is interesting

in the sense that it is done in constant time. Moreover, there

is no apparent leakage.

V. CONCLUSION AND PERSPECTIVES

We present in this paper a work in progess on the in-

formation leakage due to the syndrome computation. This

operation is mandatory in code-based cryptography. Security

of schemes relies on the associated SD problem. We focus

here on Hamming metric. In future work, an analysis in rank

metric must also be done.
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